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The Davydov-Scott model describes the transfer of energy along hydrogen-bonded chains, like those that
stabilize the structure of � helices. It is based on the hypothesis that amide I excitations are created �by the
hydrolysis of ATP, for instance� and kept in the system. Recent experimental results confirm that the energy
associated with amide I excitations does indeed last for tens of picoseconds in proteins and model systems.
However, the Davydov-Scott model cannot describe the conversion of that energy into work, because it
conserves the number of excitations. With the aim of describing conformational changes, we consider, in this
paper, a nonconserving generalization of the model, which is found to describe essentially a contraction of the
hydrogen bond adjacent to the site where an excitation is present. Unlike the one-site Davydov-Scott model,
that contraction is time dependent because the number of excitations is not conserved. However, considering
the time average of the dynamical variables, the results reported here tend to the known results of the Davydov-
Scott model.
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I. INTRODUCTION

It has been known for a long time that most functions
performed by proteins in living cells are driven by the
hydrolysis of adenosine triphosphate �ATP�. This step
provides the necessary energy for the task performed by a
protein, which usually involves conformational changes.
The detailed mechanism for the conversion of the chemical
energy released in ATP hydrolysis into work is still
unknown.

In the 1970s McClare �1� suggested that the energy
released in the hydrolysis of ATP could be stored in the
form of a vibrational excited state of some group in the
polypeptide chain. The presence of similar groups at neigh-
boring points in the chain would allow a resonant exchange
of energy between them. The main point of this hypothesis
was that vibrational excited states should have a long enough
lifetime in the protein �before they decay into heat or lead to
emission� in order to become useful for work. McClare ar-
gued that proteins evolved in such a way as to promote the
enhancement of those lifetimes.

These ideas underwent further development with the work
of Davydov �2,3�. According to Davydov, the hydrolysis of
ATP produces vibrational excited states at the active site of
the protein in the form of amide I excitations, which corre-
spond essentially to a stretching of the CvO bond in a
peptide group. The aim of the theory developed by Davydov
was to describe the collective excitations of linear chains
consisting of peptide groups connected by hydrogen bonds
�like the ones that stabilize � helices�. His model predicts a
localized ground state for the collective excitation with an
energy lower than that of its free state �2�. In the ground state
the excitation has the possibility of traveling along the chain
with a group velocity proportional to the energy of the inter-
action between peptide groups. It is also predicted that the
presence of an amide I excitation in a given peptide group

produces a contraction of the adjacent hydrogen bond. As the
excitation moves along the chain, so does the associated dis-
tortion. This traveling ground state, consisting of an amide I
excitation together with the associated distortion, is the so-
called Davydov soliton. The excitation is localized by the
distortion it itself induced, a phenomenon called self-
trapping. It was argued that the soliton has a longer lifetime
than the isolated amide I excitation �4� in accordance with
the needs of a molecular machine, as pointed out by McClare
�1�.

Davydov’s theory was initially developed for a �=0 K
system. A large amount of work has been done on the prop-
erties of Davydov’s soliton �4�, including some generaliza-
tions to biological temperatures. It has been shown �5�
that, at these temperatures, the localization of the amide I
excitation is conserved but it is no longer correlated with
an induced lattice distortion. At biological temperatures,
the amide I excitations are localized, not by self-trapping, but
by static and dynamic disorder, and the soliton becomes a
very improbable state. However, the localized excitation
is able to travel in a Brownian-like motion along the chain,
driven by thermal vibrations. In this way it can be transferred
from one site to a distant region of the chain in a few
picoseconds.

These results suggest that, although the coherent transfer
of energy is lost at biological temperatures, there is
still a mechanism, based on Davydov’s model, which
can provide an explanation for the transport of energy in
proteins.

The first experimental evidence of a self-trapped state was
found in acetanilide by Careri and co-workers �6�. Acetanil-
ide is an organic crystal which is used very often as a model
for polypeptides because bond distances and angles are simi-
lar in both kinds of system. The existence of that state was
confirmed by Edler and Hamm �7,8� in acetanilide and
N-methylacetamide �9�. Their work on acetanilide showed
that, at low temperatures, the so-called anomalous amide I
band �1650 cm−1� can be assigned to a self-trapped state,
while the normal amide I band �1666 cm−1� corresponds to a*Electronic adress: lhansson@ualg.pt

PHYSICAL REVIEW E 74, 021920 �2006�

1539-3755/2006/74�2�/021920�13� ©2006 The American Physical Society021920-1

http://dx.doi.org/10.1103/PhysRevE.74.021920


delocalized state. With increasing temperature the self-
trapped state is destroyed and thermal disorder localizes the
1666 cm−1 band. If both the 1650 and the 1666 cm−1 states
are excited at 90 K, the energy is kept in the crystal for
35 ps before it reappears in the form of heat �7�. The
measured relaxation is faster at room temperature �12 ps�.
When compared with the relaxation time measured for the
amide I band of acetanilide molecules dissolved in isopropyl
alcohol �1 ps� �7�, those relaxation times show that the
crystalline structure is essential to delay the dissipation of the
excitation energy, as previously suggested.

Austin and co-workers, on the other hand, measured the
properties of the amide I band in myoglobin �10�. They
found a temperature-dependent peak at 1626 cm−1 which
disappears as the temperature rises, and another one, at
1661 cm−1, that is essentially temperature-independent. The
low-lying state was identified as a self-trapped state. While
no significant differences are found in the relaxation times
for excitations of 1626 and 1661 cm−1 at 280 K, this is not
the case at 50 K. Indeed, at this low temperature the excita-
tions have very distinct lifetimes: 30 ps for the 1626 cm−1

one, six times larger than the 5 ps lifetime of the 1661 cm−1

excitation.
The experimental results mentioned, together with the

theoretical work, do indicate that the H-bonded spines pro-

mote the capability of storing energy in proteins and model
systems alike. Still missing is an understanding of how pro-
teins can use the energy stored in this manner to undergo
conformational changes �11�.

In this paper we are concerned with a generalized
Davydov-Scott model that may eventually explain conforma-
tional changes. This model is not conservative in the number
of excitations in the system. The idea is that the decay of an
excitation can release the necessary energy for the protein to
undergo a conformational change. In Sec. II the Hamiltonian
of the system is presented and the equations of motion
��=0 K� are derived. Numerical solutions for these equa-
tions are presented and discussed in Sec. III. In Sec. IV adia-
batic and “quasistatic” approximations are performed on the
equations of motion. The analytical results from these ap-
proximations are compared with the numerical results.
Finally, some conclusions are given in Sec. V.

II. THE EQUATIONS OF MOTION

Davydov’s Hamiltonian describes the dynamics of amide
I excitations traveling along the chains of hydrogen bonds
that stabilize � helices. Such chains can be idealized as
follows:

¯H u N u C v 0
�n−1�

¯ H u N u C v 0
�n�

¯ H u N u C v = 0
�n+1�

¯ .

The Hamiltonian for this system assumes the form �4�

Ĥ = Ĥex + Ĥint + Ĥph, �1�

with

Ĥex = �
n
��0�ân

†ân +
1

2
� − J�ân

†ân+1 + ân
†ân−1�	 , �2�

Ĥph =
1

2�
n
� p̂n

2

M
+ k�ûn+1 − ûn�2� , �3�

Ĥint = ��
n
��ûn+1 − ûn��ân

†ân +
1

2
�	 . �4�

In Eq. �1� Ĥex is the excitation Hamiltonian, describing the
states of the amide I excitation, which correspond essentially

to a stretching of the CvO bond. Ĥph is the phonon Hamil-
tonian, which describes the vibrations of the chain of amino

acids mediated by the hydrogen bonds. Ĥint describes the
interaction of the excitations with the lattice vibrations. In
Eqs. �2� and �4� ân

† and ân are the boson creation and anni-
hilation operators for amide I excitations at the site n of the
chain; ûn is the �quantum� displacement of site n from its

equilibrium position and p̂n is the �quantum� momentum of
site n. The sums are considered over all sites in the chain.
The parameters of the theory are �0, the energy of an isolated
amide I vibration; −J, which is the nearest-neighbor
dipole-dipole coupling along the chain; M is the mass of an
amino acid, considered to be the same at all sites; k stands
for the elasticity constant of the lattice; and � is the
excitation-phonon coupling parameter.

The operator that gives the total number of excitations in

the system �N̂=�nân
†ân� commutes with the Hamiltonian �2�,

�3�, and �4�. For this reason the total number of excitations is
conserved in the dynamics of the system. Our objective in
this paper is to generalize Hamiltonian �2� in order to allow
the creation and annihilation of amide I excitations. Since the
total energy of the system is also a constant of the movement

�Ĥ commutes with itself�, it is expected that the energy re-
leased by the decay of an amide I quantum will eventually
have some effect in the lattice vibrations. In this way, we aim
at developing a model that can explain how the energy stored
in the amide I vibrations can be used to generate conforma-
tional changes. Because the effective number of degrees of
freedom increases very fast with the number of sites, here we
address this problem in a simplified manner and consider a
small lattice of just two sites where only one of them is able
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to support amide I vibrations. Such a system can be idealized
as follows:

H u N u C v 0 ¯ H u N u C u R .

In this lattice, amide I excitations can exist only in the first
site. uR stands for some radical bonded to the right-hand
site and the sites are hydrogen bonded to each other. This
simplified system does not allow for the transfer of excita-
tions between sites. If an amide I quantum is present, at some
time instant, in the system, it may either stay there or decay,
releasing its rest energy. A more general system will have to
deal with a competition between the decay of a quantum and
its transfer to another site. Our main goal here is to model the
nonconservation of amide I excitations. The general case will
be an extension of the present one.

The Hamiltonian for this system can be written as in �1�
but with the terms

Ĥex = �0�â†â +
1

2
� , �5�

Ĥph =
1

2
� p̂2

M
+ kû2� , �6�

Ĥint = �û�â†â +
1

2
� , �7�

where the symbols have the same meaning as in Eqs.
�2�, �3�, and �4� with the exceptions of M, which, in Eq. �6�,
symbolizes the reduced mass of the two sites, û, which
represents the elongation of the hydrogen bond relative
to its equilibrium length, and p̂, which is the relative
momentum.

In order to be able to describe conformational changes,

we propose to write the excitation Hamiltonian Ĥex in the
form

Ĥex
nc = �0�â†â +

1

2
� + T�â† + â� , �8�

where T is a new parameter, related to the variation of
the number of amide I quanta, and the superscript nc
stands for nonconserved amide I number. This extra term
can be interpreted as the interaction of a dipole with an in-
ternal electric field, but its role here is to break the conser-
vation of amide I number. Indeed, for conformational
changes to occur, the energy stored in the amide I excitation
must be made available to the lattice degrees of freedom.
In this context, T represents the strength of the intramolecu-
lar interactions that may cause the release of the amide
I energy.

We will therefore be studying in this paper the
Hamiltonian

Ĥnc = Ĥex
nc + Ĥint + Ĥph, �9�

where the three terms in Eq. �9� are given by Eqs. �6�, �7�,
and �8�.

Let us consider 
��t�� as a generic state of the system. We
are interested in the time evolution of the quantum averages

of a number of dynamical variables, like the number of
amide I excitations and the stretching of the lattice. Using
Ehrenfest’s theorem one obtains

d�n̂�
dt

= −
i

�
��n̂,Ĥnc�� = −

i

�
��â†â,Ĥnc�� = −

i

�
T�â†� +

i

�
T�â� ,

�10�

where �Ô� denotes ���t�
Ô
��t��. Setting n�t�= �n̂� and
��t�= �â�, Eq. �10� can be rewritten in the form

ṅ�t� =
i

�
T���t� − �*�t�� . �11�

In the same way, the time evolution for the mean value of
the displacement operator can be written as

d�û�
dt

= −
i

�
��û,Ĥnc�� =

�p̂�
M

, �12�

or, defining u�t�= �û� and p�t�= �p̂�,

u̇�t� =
p�t�
M

. �13�

In order to have a complete set of equations for
the dynamical variables of the system, the time evolution of
��t� and p�t� must be found. The use of Ehrenfest’s theorem
gives

�̇�t� =
d�â�
dt

= −
i

�
��â,Ĥnc�� = −

i

�
���0 + �û�â� −

i

�
T

�14�

and

ṗ�t� =
d�p̂�
dt

= −
i

�
��p̂,Ĥnc�� = − ��n�t� +

1

2
� − ku�t� .

�15�

Equations �11�, �13�, �14�, and �15� constitute a complete set
of differential equations for the mean values of the relevant
operators of the system. All operators appear uncorrelated in
this set of equations with the exception of û and â in Eq.
�14�.

This set of equations is similar to the reduced set of
equations �RSE� published elsewhere �12�. These latter
equations were derived assuming, from the beginning, that
the variables related to the lattice dynamics are classical
�real numbers u�t� and p�t� are used instead of the operators
û and p̂�. The justification for this assumption lies in the
fact that the masses of the lattice sites are big enough to
allow the quantum fluctuations of the lattice operators to be
neglected.

In this paper we adopt a full quantum description and
Eq. �14� shows that the RSE is recovered if the correlations
between û and â are neglected. This approximation is
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less restrictive than assuming classical dynamics for the
lattice. When the correlations between û and â are neglected,
Eq. �14� can be written as in �16� and, in that case,
Eqs. �11�, �13�, �15�, and �16� become formally identical to
the RSE:

�̇�t� = −
i

�
��0 + �u�t����t� −

i

�
T . �16�

We should note that these equations are valid �within the
approximations assumed� for �=0 K. It has been shown
�13� that, although there are some differences in the
behaviors of the semiclassical and the full quantum systems
at low temperatures, their thermal equilibrium properties
are indistinguishable above 11 K. This result indicates that
the quantum fluctuations of the lattice operators are small
when compared with their thermal fluctuations above that
temperature. In this paper we do not consider the effects of
temperature. Thus, since Eqs. �11�, �13�, �15�, and �16� are
the same as those obtained in the semiclassical approxima-
tion, it is expected that the details of the dynamics will differ
from the results that would be obtained for the full quantum
system.

III. NUMERICAL SOLUTIONS

Considering the real and imaginary parts of the
complex variable ��t�=�r�t�+ i�i�t�, the equations of motion
can be written, using only real functions of the time, in the
form

ṅ�t� = −
2T

�
�i�t� , �17�

�r�t� =
�0 + �u�t�

�
�i�t� , �18�

�i�t� = −
�0 + �u�t�

�
�r�t� −

T

�
, �19�

u̇�t� =
p�t�
M

, �20�

ṗ�t� = − ��n�t� +
1

2
� − ku�t� . �21�

Equations �17�–�21� have been numerically integrated
taking the parameters to be the same as for the Davydov-
Scott model �4� ��0=1660 cm−1, �=62 pN, k=13 N m−1,
and M =114 amu�. The system was started with one or two
amide I excitations because the energy released in the pro-
cess of ATP hydrolysis is not enough to create initial states
with more excitations. For the remaining variables the as-
signment of initial conditions is not as well defined. For this
reason, a number of sets of initial conditions were consid-
ered. A simulation time of 100 ps was considered to be a

good reference since, as pointed out before, the relevant fea-
tures of the dynamics should occur in tens of picoseconds.
The quality of these numerical solutions was continuously
verified by observing the conservation of the total energy and
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FIG. 1. Numerical solutions of Eqs. �17�–�21�. The results dis-
played are for the average number of excitations �n� and the lattice
distortion �u� with T= �a� 10, �b� 50, and �c� 90 �in units of 10−21 J�.
Only the first 2 ps of a 100 ps simulation are shown. The initial
conditions are �r0=�i0=0, u0=0 �10−10 m�, p0=0 �10−23 kg m s−1�,
and n0=1.
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by checking the quantity n�t�− 
��t�
2, which is also con-
served by Eqs. �17�–�21� �12�.

The dynamics described by Eqs. �17�–�21� was explored
for values of the unknown parameter T ranging from 1 to 100
�10−21 J�. The conservation of the previously mentioned
quantities was verified to nine significant digits throughout
the entire simulation time, i.e., for 100 ps, for all T values
below 99.7. For T=99.7 and T=100 some fluctuations arose
after 2 ps. These fluctuations never affected more than the
last three or four digits within the simulation time.

The reasons for stopping at T=100 are twofold: the less
precise conservation of the energy �and of n�t�− 
��t�
2� for T
greater than this value, on the one hand, and the physical
limits for the lattice contraction, on the other. The first reason
is related to a decrease in the performance of the integrator in
the regimes of large T values. The second comes from the
characteristics of typical � helices. In fact, the known values
for the C-N average distances of hydrogen bonds associated
with � helices are 3 Å. The lattice distortion reaches such
values for T	99.69. For this reason, larger values of T lead
to unrealistic results.

Figure 1 shows the results obtained for the average num-
ber of excitations n�t� as well as for the lattice distortion u�t�
for three representative values of T. The initial conditions for
this simulation are �r0=�i0=0, u0=0 �10−10 m�, p0=0
�10−23 kg m s−1�, and n0=1.

A general feature of the results obtained for different
T values is that n�t� is not constant, as it would be for
the Davydov-Scott model, and instead it shows a rapid

oscillation modulated by a slower frequency, while u�t� be-
haves approximately like an oscillator driven by an effective
force related to the time average of n�t�. The change in the-
dynamics of the system with T is also apparent in Fig. 1. The
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FIG. 2. Spectra obtained from the numerical solutions displayed
in Fig. 1. The plots on the left side are the Fourier transforms of the
average number of excitations while those on the right side are the
Fourier transforms of the lattice distortion. The values of the param-
eter T are �a� 10, �b� 50, and �c� 90 �in units of 10−21 J�.
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FIG. 3. Average number of excitations �n� and lattice distortion
�u� for T= �a� 99.69, �b� 99.7, and �c� 100 �in units of 10−21 J�. Only
the first part of a 100 ps simulation is shown. The initial conditions
are as in Fig. 1. The conservation of the quantities mentioned in the
text is observed for the entire time range displayed.
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baseline level of n�t� �u�t�� is found to increase �decrease�
with T following a law that can be fitted to a third-order
polynomial function. An evident feature of the system is the
correlation between the dynamics of the lattice distortion and
the modulation of n�t�.

In the regime of small T the modulation is very weak
and the oscillation of n�t� occurs at a constant frequency
during the entire simulation time. This observation is
confirmed by the Fourier transform of n�t� which shows
essentially a strong single peak at the frequency
f �0 /2
� �see Fig. 2�. As T is increased, the spectrum of
n�t� becomes more and more complex around this frequency.
The general trend for the evolution of the spectra with T
is the appearance of more and more frequencies below
f �0 /2
� as T is increased, while a peak at very low fre-
quency �f �1/2
��k /M� grows stronger. This last fre-
quency turns out to be the single frequency of oscillation of
u�t�, which is essentially kept for all regimes of T �Fig. 2�.
For T=90 �Fig. 1�c�� these features are easily observable: the
variation of the frequency of rapid oscillation is apparent as
well as the strong modulation in amplitude with the
frequency of the lattice oscillation.

As described above, Fig. 1 suggests that the dynamics
of the system varies continuously with T. However, this
is so up to a certain value of T �Tc�, above which there
occurs a sudden change in the time evolution of n�t� and
u�t�. Figure 3 displays the results for T=99.69, 99.7, and 100
�10−21 J�.

Tc=99.69 defines a separation between two qualitatively
very distinct dynamical regimes. As mentioned above, only
the cases with T�99.69 may be considered to have physical
relevance. For T	99.69 the system attains a high average
number of excitations and the lattice is driven to a physically
impossible contraction.

Equations �17�–�21� were solved for initial conditions dif-
ferent from those that have been studied above, but corre-
sponding to the same values of energy and n�t�− 
��t�
2. The
differences between these other solutions and the cases pre-
viously discussed are observed mainly in the phase of the
oscillations. Figure 4 shows the typical behavior observed
for sets of initial conditions that include u0=0 �10−10 m� and
p0=0 �10−23 kg m s−1�. In these cases the phases of n�t� are
very distinct while the dynamics is essentially the same. No
differences are observed in the behavior of u�t� for the vari-
ous sets of initial conditions tried. Moreover, Figs. 4�b� and
4�c� show an interesting result: although the corresponding
simulations differ only in the phase of the complex initial
parameter �0, the results are nevertheless distinct. This is not
usually expected in quantum systems since only real param-
eters, that is, the absolute values of physical variables, are
measurable and therefore meaningful, but it is known to
happen in nonlinear systems �14�.

For the results in Fig. 5 the initial energy in the lattice
degrees of freedom was not zero �while the total energy of
the system was kept as in previous cases�. Comparing Figs.
5�a� and 5�b� the previously mentioned difference in phase is
apparent �this time both in n�t� and in u�t�� and, more physi-
cally significantly, the amplitudes of both functions are also
different. The amplitude of u�t� is enhanced in the case of
Fig. 5�b�, while a small decrease in the amplitude of n�t�
occurs.
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�10−23 kg m s−1�, and n0=2. All cases correspond to the same total
energy and the same value of �n�− 
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The overall conclusion is that, for T�99.69 �10−21 J�, the
dynamical regimes are not strongly dependent on the initial
conditions, i.e., the solutions found evolve in time in a simi-
lar way. The general behavior described in association with
Fig. 1 can thus be generalized for different initial conditions
�as long as T is within the values for which the dynamical
variables of the system are kept physically meaningful�.

IV. THE QUASISTATIC APPROXIMATION

From the numerical results shown, the occurrence of
�at least� two very different time scales in the dynamics
of the system is clear. In the regimes considered physically
relevant, the oscillation of the average number of excitations
is much faster than the movement associated with the lattice
�see for instance Fig. 1�. This is not surprising since the
last one involves the dislocation of massive sites. For
this reason a tentative interpretation of the previous results in
terms of an adiabatic approximation was performed. This
approximation consists in considering a motion of the lattice
that is much slower than the reaction of the excitation
dynamics.

Mathematically we have

ṗ�t�  0. �22�

Using this condition in Eqs. �17�–�21� gives �see the
Appendix�

n̈�t� = − �n3�t� + �n2�t� − �n0,�r0�n�t� + ��n0,�r0� +
2T2

�2 ,

�23�

where �, �, , and � are the parameters of the equation,
depending on the initial conditions as well as on the
parameters of the Hamiltonian.

Making use of the auxiliary function y= ṅ, one may write
Eq. �23� in the form

n̈ = ẏ =
dy

dn
ṅ = y

dy

dn
= − �n3 + �n2 − n + � +

2T2

�2 ,

and integrating the last equality gives

y2 � �dn

dt
�2

= −
�

2
�n4 − n0

4� +
2

3
��n3 − n0

3� − �n2 − n0
2�

+ 2�� +
2T2

�2 ��n − n0� +
4T2

�2 �i0
2 . �24�

Equations like �24� have been found before in connection
with the problem of finding traveling-wave solutions for the
equations of motion, in the context of the conservative
Davydov-Scott Hamiltonian �15�. In the present case, the
solutions of Eq. �24� describe the dynamics associated with
the number of excitations in the adiabatic approximation.
Those solutions are qualitatively different depending on the
shape of the quartic polynomial shown on the right hand side
of the equation. Its shape is, in turn, modeled by the un-
known parameter T. The different types of solutions will thus
be labeled by the values of T.

Considering the initial conditions in Figs. 1 and 3, Eq.
�24� assumes the form

y2 � �dn

dt
�2

= −
�

2
�n4 − 1� +

2

3
��n3 − 1� − �n2 − 1�

+ 2�� +
2T2

�2 ��n − 1� . �25�

In this form, the parameters of the polynomial depend
only on the second power of T and, for this reason, its sign is
not relevant for the dynamics of the excitations. Therefore,
from this point on we will be concerned with what happens
for positive values of T.

There are four different possibilities for the polynomial
in Eq. �25�, which are displayed in Fig. 6. The corresponding
regimes of Eq. �25� are associated with the following
values of T: T=0, 0�T�Tc, T=Tc, and T	Tc, where
Tc=��2k /33�2���0−3�2 /2k�3.
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In the case T=0 the quartic polynomial has two double
real roots: n1=1 and n2=2�k�0 /�2−1�. This case is, how-
ever, not relevant because the possibility T=0 was excluded
in the derivation of Eq. �23� �see the Appendix�. It would
obviously correspond to the conservative Davydov monomer
with a different set of equations of motion.

The characteristics of the solutions for the other cases are
given below.

A. 0�T�Tc

In this range the quartic polynomial has four distinct real
roots n4	n3	n2	n1=1, which are functions of T �as well
as of the parameters of the Hamiltonian�. The solution of
�25� is �16�

n�t�

=
�n4 − n2� + n4�n2 − 1�sn2����/8��n4 − n2��n3 − 1�t,mod�

�n4 − n2� + �n2 − 1�sn2����/8��n4 − n2��n3 − 1�t,mod�
�26�

where

mod2 =
�n4 − n3��n2 − 1�
�n4 − n2��n3 − 1�

�27�

is the Jacobi modulus.
Equation �26� describes periodic solutions of �25�

�see Fig. 7�, which can be compared with the corresponding
numerical ones �cf. Fig. 1�.

It is apparent that the adiabatic approximation is able
to reproduce the amplitude of n�t�, as well as the general
trend of an increasing period of oscillation when T increases.
The main difference between numerical �Fig. 1� and
adiabatic �Fig. 7� results is the slow modulation displayed by
the former, in both amplitude and frequency, which is a fea-
ture of the dynamics for all values of T. The adiabatic ap-
proximation cannot capture features that occur in slow time
scales since this approximation is valid only in the opposite
regime.
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FIG. 7. Adiabatic results for the average number of excitations
�n� and quasistatic results for the lattice distortion �u� with T=10
�a�, 50 �b�, and 90 �c� �in units of 10−21 J�. The initial conditions are
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The Fourier transforms associated with the numerical so-
lutions �Fig. 2� illustrate their complexity. The approximate
solutions have spectra showing essentially a single peak
centered at a frequency which is given by

f =
���/8��n4 − n2��n3 − 1�

K�mod�
. �28�

In Eq. �28� K�mod� is the complete elliptic integral of the
first kind corresponding to the modulus mod. Since the roots
of the quartic polynomial present in Eq. �28� are functions of
T, so is the single frequency of oscillation associated with the
approximate solutions. In Fig. 8 the variation of the fre-
quency with T is displayed and compared with the average
frequency that was calculated from the numerical solutions.
The latter is computed by weighting each frequency present
in the corresponding spectrum with the associated relative
power. Figure 8 shows a good correlation between the two
curves.

B. T=Tc

If T=Tc, then the polynomial has four real roots, but
two of them are equal. The single roots are n1=1 and
n3=8k�0 /3�2−3 and the double one is n2=2k�0 /3�2

�n3	n2	n1�. The solution of Eq. �25� has, in this case, the
analytical form

n�t� =
�8k�0/3�2 − 3�tanh2��3��0/� + �2/2k��t� + 3

tanh2��3��0/� + �2/2k��t� + 3

�29�

Equation �29� corresponds to the limit of Eq. �26� when T
approaches Tc. In this condition the Jacobi modulus given by
Eq. �27� becomes equal to 1 and the Jacobi sn function be-
comes the tanh function �16�. This is not a periodic solution,
in agreement with the infinite limit of the period of �26�,
given by Eq. �28� �see Figs. 8 and 9�.

In the case T=Tc there are no numerical solutions to com-
pare with the adiabatic approximation because the exact T

value that leads to the onset of the transition between the two
observed regimes is not known.

C. T	Tc

In this last case the quartic polynomial has two distinct
real roots n2	n1=1; and two complex conjugate roots
nr± ini. The solutions obtained in the adiabatic approxima-
tion are �16�

n�t� =
�A − n2B�cn����/2�ABt,mod� + �n2B + A�

�A − B�cn����/2�ABt,mod� + �A + B�
, �30�

where A=��n2−nr�2+ni
2, B=��1−nr�2+ni

2, and

mod2 =
�n2 − 1�2 − �A − B�2

4AB
. �31�

The dependence of this solution on T is given through n2, nr,
and ni.

The periodic behavior of n�t� is resumed above Tc with
the period �=4K�mod� /��

2 AB. Examples of this kind of so-
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lution are plotted in Fig. 10. Comparison of this figure with
Fig. 3�c� demonstrates the failure of the adiabatic approxi-
mation in this regime. Of course, a complete comparison
between numerical and adiabatic solutions is not possible for
these values of T since the numerical results are limited by
the relative failure in the preservation of the conserved quan-
tities, like the total energy.

As just seen above, in the adiabatic approximation the
system shows a transition occurring for the critical value
T=Tc. This value of the parameter separates two qualita-
tively different regimes of the system. A small increment of
T over Tc produces a drastic increase in the amplitude of the
oscillations. One should notice that, for the initial conditions
considered, the total energy of the system is independent of
T. The increment of T allows, therefore, for the creation of a
large number of amide I excitations without increasing the
total energy of the system.

The sudden change in the qualitative behavior of the ex-
citation dynamics given by the adiabatic approximation is
reminiscent of the observations made with the numerical so-
lutions �Fig. 3�. Indeed, while numerically a transition occurs
at Tc�99.7 �10−21 J�, the approximate value, obtained from
Eq. �25�, is Tc=��2k /33�2���0−3�2 /2k�3�92.9 �10−21 J�.
Equation �25� is thus capable of predicting a transition with
93% accuracy, thus providing further confirmation of the
numerical results.

On the other hand, the behavior described by the adiabatic
approximation above the transition is different from the nu-
merical one. In fact, while the approximate dynamics is pe-
riodic, the numerical dynamics expands to an increasing
number of excitations, as time increases.

Let us now address the lattice dynamics.
From Eqs. �20� and �21�, the differential equation for the

distortion is

ü�t� = −
�

M
�n�t� +

1

2
� −

k

M
u�t� . �32�

Since, as stated above, the lattice is expected to evolve
more slowly than the excitations, it will be assumed in Eq.
�32� that the former responds only to the time average of
the latter: the quasistatic approximation. Equation �32� is
therefore simplified to

ü�t� +
k

M
u�t� = −

�

M
�n̄ +

1

2
� , �33�

where n̄ is the �constant� time average of n�t�. Equation �33�
is the equation of an oscillator driven by a constant force.
For the initial conditions used before �u0=0�10−10 m and
p0=0�10−23 kg m s−1�, the solution of Eq. �33� is

u�t� =
�

k
�n̄ +

1

2
��cos�� k

M
t� − 1	 . �34�

The dependence of u�t� on the parameter T is indirectly
given through n̄. Some examples of the solutions for the
lattice distortion are displayed in Figs. 7, 9, and 10.

The curves change continuously with T except
near Tc. The shape of u�t� is generally the same below
and above that value, corresponding to the same kind

of dynamics. In both regions the amplitude and the mean
level of the oscillations show a smooth dependence on T.
In fact, the abrupt jump observed for T=Tc is an indirect
consequence of the transition occurring in n̄ �cf. Figs. 7 and
10�.

For small values of T �T�25�, the behavior displayed by
the lattice in the quasistatic approximation is similar to that
predicted by the numerical solutions. This fact can be appre-
ciated by comparing Figs. 1 and 7, particularly plots �a�. A
difference becomes apparent, in quantitative terms, as T is
increased. The general trend is that the amplitude and the
level of the lattice distortion increase more slowly with T in
the numerical solution �see plots in Figs. 1 and 7�. The nu-
merical solutions also display a small variation in the aver-
age frequency of the lattice oscillation which is not repro-
duced by the quasistatic results. This feature can be seen
in Fig. 2 which shows that the Fourier transforms of u�t�
have peaks whose positions shift for different values of T
and is also apparent in Fig. 8 where the frequencies of the
numerical solutions �circles� are compared with the fre-
quency predicted by the quasistatic approximation, namely,
f = �1/2
��k /M.

Finally, as discussed above, the cases T=99.69 and
T=99.7 are out of the range of validity of the quasistatic
approximation �see plots in Figs. 3 and 10�.

V. CONCLUDING REMARKS

The Hamiltonian �9� describes the interaction between
two oscillators. The vibrational excited states �excitations� of
a carbonyl group �which can arise in polypeptide chains� are
coupled to the distortions of an adjacent hydrogen bond. In
addition to that interaction, a term that does not conserve the
excitation was also included in Hamiltonian �9�. The role of
this term is to allow for the possible decay of the energy
stored in the amide I vibrations and the use of this energy to
promote conformational changes. The strength of this non-
conserving term is given by the parameter T. The hypothesis
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FIG. 11. Average number of excitations and lattice distortion for
T=90 �in units of 10−21 J�. Initial conditions are �r0=�i0=0, u0=0
�10−10 m�, p0=1 �10−23 kg m s−1�, and n0=1. The interaction pa-
rameter � was set to zero in this simulation.

P. A. S. SILVA AND L. CRUZEIRO PHYSICAL REVIEW E 74, 021920 �2006�

021920-10



in the present study is that storing of amide I vibrations is a
step in the mechanism of protein function and that the con-
formational changes associated with protein work are due to
the release of this energy to the classical degrees of freedom
of the protein.

In this work, the equations of motion derived from �9�
were numerically integrated. The results obtained are consis-
tent with the conclusion that the nonconserving term drives a
fast oscillation of the average excitation number with the
frequency f =�0 /2
�. Its amplitude is an increasing function
of T. These would be, in fact, the observed characteristics of
the function n�t� if the parameter � was set to zero in Eqs.
�17�–�21�.

Due to the presence of the interaction term, the fast oscil-
lation of the average number of excitations induces the
movement of the lattice by originating a “force” essentially
related to the time average of n�t� �n̄�. The effect of this force
is mainly to displace the equilibrium position of the lattice,
that is, to change the average length of the associated hydro-
gen bond. The resulting lattice distortion is an oscillation
around the new equilibrium position ū=−�� /k��n̄+1/2�,
dependent on the initial conditions and with the natural fre-
quency of the lattice: �1/2
��k /M. The motion of the lattice
is, in turn, responsible for the modulations in both the
amplitude of n�t� and its frequency.

These conclusions are apparent when we compare Figs. 1
and 11. For the simulation displayed in Fig. 11, the interac-
tion parameter was set to zero ��=0�. In these conditions the
variation of the average number of excitations is decoupled
from the movement of the lattice. Both subsystems evolve
independently of each other. Comparing Figs. 1 and 11 one
may easily conclude that the effect of the interaction term is
indeed the modulation of the regular, fast, oscillation of the
average number of excitations �in amplitude and frequency�,
as well as the contraction of the lattice. This contraction is
already observed in the Davydov-Scott model, which does
not include the nonconservative term. The displacement of
the equilibrium position of the lattice consequently enhances
its amplitude of oscillation.

The dynamics of the total system is strongly dependent
on T. As T increases, the amplitude of n�t� increases—
following a polynomial law of third degree in T, which
is to be compared with the parabolic law that would be
obtained by setting � to zero in the equations of motion
�17�–�21�, thus inducing a stronger oscillation of the lattice.
As a consequence, n�t� is further deformed by the modula-
tions in amplitude and frequency. A small variation of
the lattice oscillation frequency is also observed for different
T values.

An important characteristic of this system is that,
for a specific value of the parameter T �Tc�, there occurs a
transition in the qualitative behavior of the dynamics. A criti-
cal value of �99.7 �10−21 J� was determined from numerical
simulations. For values of T above Tc the dynamics of the
system becomes very complex suggesting the onset of cha-
otic behavior in the system. This question was not addressed
in the present paper but requires further investigation.

Some results not shown in this paper suggest that the
critical value, Tc, depends on the energy of the system. The

value given above is obtained when the total energy of the
system is E=1.5�0.

The transition described seems to be related to the onset
of a resonance between the oscillation of the average number
of excitations and of the lattice displacement. Indeed, Fig. 8
shows that the average frequency associated with n�t� de-
creases monotonically with increasing T. As T approaches
Tc, the average frequency becomes closer to the frequency of
the lattice oscillation. More work is needed for a complete
mathematical understanding of this feature.

The simulations show that there is not a strong depen-
dence of the behavior of the system on the initial conditions
�see Figs. 4 and 5�. Nevertheless, apart from slightly differ-
ent time evolutions, which are expected when the system is
started at different points, another feature was observed. In
fact, varying the phase of the initial complex parameter
�= ���0�
â
��0�� induces different time evolutions for the ob-
servables of the system. Although this is not a common
result, it has been reported before �14�.

The adiabatic approximation performed on Eqs. �17�–�21�
led to a nonlinear differential equation for the average
number of excitations in the system �25�. The solutions
of this equation have been found for the different regimes
determined by T and for a fixed set of initial conditions.
The study of the quartic polynomial �right-hand side of
Eq. �25�� allows by itself the establishment of a critical
value of T separating qualitatively different solutions of
the equation. This is an important result because it allows us
to discard the possibility of artifacts in the numerical integra-
tion of the equations of motion. The fact that in the adiabatic
approximation a transition is still observed is in support
of the real existence of such a transition in the system.
The comparison between the critical value of T obtained in
this approximation and the numerically obtained one is good.
The relative difference between them is �7%.

The study of the polynomial on the right-hand side of Eq.
�25� also allows us to predict that the dynamics of the system
is not sensitive to the sign of T. This result is as observed in
the numerical solutions.

One should notice that the exact value of Tc for the
system is not known. The value of �99.7 mentioned above
is obtained by systematically increasing the parameter T
in Eqs. �17�–�21�, solving them numerically, and checking
afterward whether the solutions have qualitatively changed
or not. For this reason it is only possible to state that
99.69�Tc�99.70. A comparison between the behavior of
the adiabatic solution for T=Tc �Eq. �29�� and the corre-
sponding numerical one is therefore impossible. Moreover,
for high values of T �T	99.7� it was not possible to
determine numerical solutions while keeping constant
the quantities theoretically expected to be conserved
�although only variations in the last three or four of nine
significant digits were observed�. Comparison of these re-
sults with the adiabatic predictions are therefore only per-
formed for short-time dynamics. By comparing Figs. 3�c�
and 10 one may readily conclude that the adiabatic approxi-
mation is not able to give good results in this T domain. In
fact, while the adiabatic result for n�t� consists of an oscilla-
tion with well-defined values of both the frequency and the
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amplitude, the behavior of the numerical solution is clearly
more complex.

The comparison between numerical and adiabatic
solutions must therefore be established for the values of T
below Tc. The general observed trend is that the approxima-
tion is fairly good for small values of T and gets worse as T
approaches Tc. The approximation makes good predictions
for the maximum amplitude of n�t� but not for its modula-
tion. As a consequence, the approximation gets worse as the
modulation gets stronger �with increasing T�. The adiabatic
approximation is not able to predict the modulation of n�t� in
frequency, a feature that is observed even for small values of
T in the numerical solutions. In spite of this fact, the fre-
quency predicted by the approximation shows the same trend
as the average frequency displayed by the numerical solu-
tions �cf. Fig. 8�. The decrease of the frequency, observed in
both numerical and adiabatic solutions, is the reason why the
approximation fails when T approaches Tc. Indeed, the ap-
proximation is based on the assumption that two distinct time
scales exist for the dynamics of the excitations and of the
lattice. It is apparent in Fig. 8 that this assumption does not
hold true when T is increased.

Concerning the lattice motion, the general trend
mentioned is valid, i.e., for small values of T �T�25�
there is a good agreement between the distortion computed
numerically and the quasistatic results. Also, the main
feature that the contraction of the lattice is enhanced
when the average number of excitations rises is predicted.
Moreover, as T approaches the critical value, the approxima-
tion is still capable of predicting the qualitative behavior of
u�t� but with pronounced differences in the amplitude
and less pronounced differences in the frequency of the
oscillation.

The model presented in this paper describes essentially a
contraction of a hydrogen bond when the adjacent carbonyl
group is in an excited state. Unlike the case of the one-site
Davydov-Scott model, this contraction is time dependent be-
cause the number of amide I excitations is not conserved.
Due to the presence of amide I excitations, the lattice oscil-
lates around a contracted equilibrium position. If we take the
time average of the number of excitations and of the lattice
distortion, the results reported here tend to what is found for
the Davydov-Scott model: ū=−�� /k��n̄+1/2�.

Only one excitable site was considered in this paper.
The model should be generalized in order to include more
sites for amide I excitations. This will lead to a more
complex local dynamics since a second channel for energy
transfer becomes available. In the general case, we can
foresee that the presence of amide I excitations at one site
will induce oscillations of the adjacent hydrogen bond until
some of the excitations are transferred to another site, lead-
ing to the propagation of the lattice oscillations to the entire
structure. One can picture an � helix undergoing local con-
tractions as amide I excitations are created and transferred
along it.

It should be kept in mind that, for specific values of the
nonconservative parameter T, the system exhibits completely
different dynamics. In those cases the hydrogen bond is
forced to physically impossible contractions. This is due to

the fact that the lattice potential considered is harmonic. Its
substitution by a more realistic potential should prevent that
feature. A realistic potential should also account for the pos-
sibility of hydrogen bond breaking, something that is not
possible with the harmonic potential. With these consider-
ations, and remembering that the values of the parameters of
the Hamiltonian are not completely known, those values of T
may still prove to be physically relevant. In fact, the sign of
the interaction parameter � determines whether the lattice is
contracted or expanded. A negative � leads to a strong ex-
pansion �eventually to the breaking� of the hydrogen bond
when combined with a high value of T and a realistic poten-
cial. Recent work suggests the possibility of a negative �,
instead of the positive value that has traditionally been used
�17�.

The motivation for this work is to develop a model
that can explain protein conformational changes. For these
to occur, some of the hydrogen bonds that stabilize a given
conformation must be broken and different ones must be
formed. The hypothesis here is that the energy for these
processes comes from the decay of vibrational excited
states. The Hamiltonian explored here did show changes in
the hydrogen bonds, but more in the direction of strengthen-
ing the hydrogen bonds than weakening them. As explained
above, a Lennard-Jones potential for the lattice, together
with a negative nonlinearity parameter, should lead to
bond breaking. Thus, the overall conclusion is that, although
some questions remain to be explored, the type of
Hamiltonian studied here does provide a mechanism for
protein function.

ACKNOWLEDGMENT

The Fundação para a Ciência e a Tecnologia is
acknowledged for financial support to P.A.S.S.

APPENDIX

In this appendix Eq. �23� is derived from Eqs. �17�–�21�
and the condition �22�.

Taking the time derivative of �17� and using �19�, one
finds

n̈�t� =
2T

�2 ��0 + �u�t���r�t� +
2T2

�2 . �A1�

On the other hand, from Eqs. �17� and �18� we have

�̇r�t� = −
�0 + �u�t�

2T
ṅ�t� , �A2�

where it was assumed T�0. As mentioned above, T in Eqs.
�17�–�21� is an unknown parameter related to the rate of
variation of the number of excitations. In the case T=0, that
number would be conserved and the resulting equations of
motion would have an exact solution.

From condition �22� and Eq. �21� one can write
u�t�−�� /k��n�t�+1/2�, which, when inserted in Eqs. �A1�
and �A2� leads to

P. A. S. SILVA AND L. CRUZEIRO PHYSICAL REVIEW E 74, 021920 �2006�

021920-12



n̈�t� =
2T

�2 ��0 −
�2

k
�n�t� +

1

2
�	�r�t� +

2T2

�2 , �A3�

�̇r�t� = �−
�0

2T
+

�2

2Tk
�n�t� +

1

2
�	ṅ�t� . �A4�

Equation �A4� can be integrated to the form

�r�t� =
�2

4Tk
n2�t� − � �0

2T
−

�2

4Tk
�n�t� −

�2n0
2

4Tk
+ � �0

2T
−

�2

4Tk
�n0

+ �r0, �A5�

where n0 and �r0 are the initial values of n�t� and �r�t�.
Inserting this equation in �A3� one obtains an equation
involving only the function n�t� �Eq. �23��:

n̈�t� = − �n3�t� + �n2�t� − �n0,�r0�n�t� + ��n0,�r0� +
2T2

�2 .

The parameters in this equation are �=�4 /2k2�2, �
= �3�2 /2k�2���0−�2 /2k�,

�n0,�r0� =
��0 − �2/2k�2

�2 �1 −
1

2
� �2

k��0 − �2/2k��
2

n0
2

+
�2

k��0 − �2/2k�
n0

+ 2
�2

k��0 − �2/2k�
T

��0 − �2/2k�
�r0	 ,

and

��n0,�r0� =
��0 − �2/2k�2

�2 �−
1

2

�2

k��0 − �2/2k�
n0

2 + n0

+ 2
T

��0 − �2/2k�
�r0� .
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